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In this paper, different types of interval cut-set of interval-valued intuitionistic fuzzy sets (IVIFSs),
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INTRODUCTION

In 1965, Zadeh introduced the concept of fuzzy subsets.
Latter many authors defined different directions of fuzzy
subsets. Turksen (1986) generalized the concept of fuzzy
set in terms of interval-valued fuzzy set (IVFS). Several
researchers present a number of results using IVFSs.
Using these concept of (IVFS) Pal and Shyamal (2006)
introduced interval-valued fuzzy matrices and shown
several properties of them. Atanassov (1986, 1989, 1994)
introduced the concept of intuitionistic fuzzy sets (IFSs),
which is more generalization of fuzzy subsets and as well
as IVFSs. Several authors present a number of results
using IFSs. By the concept of IFSs, first time Pal (2001)
introduced intuitionistic fuzzy determinant. Latter on Pal,
Khan and Shyamal (2002), introduced intuitionistic fuzzy
matrices and distance between intuitionistic fuzzy
matrices. Recently, Bhowmik and Pal (2008, 2009)
introduced some results on intuitionistic fuzzy matrices,
intuitionistic circulant fuzzy matrices and generalized
intuitionistic fuzzy matrices. After the work of Atanassov
(1986), again Gargo and Atanassov (1989) introduced
the interval-valued intuitionistic fuzzy sets (IVIFSs). They
have shown several properties on IVIFSs and shown
some applications of IVIFSs. Mondal and Samanta
(2002) introduced an another concept of IFSs called
generalized IFSs. Jana and Pal (2006) studied some
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operators defined over IVIFS. Bhowmik and Pal (2010,
2009) defined generalized interval-valued intuitionistic
fuzzy set (GIVIFS) and presented various properties of it.

Preliminaries

The concept of interval arithmetics are recalled. Let [I]
be the set of all closed subintervals of the interval [0,1].
An interval on [/], say a, is a closed subinterval of []]
i.e., a=[a ,a"] where a~ and a" are lower and upper
limits of a respectively and satisfy the condition

0<a <a* <1 .Forany two interval @ and b where

a=[a,a"] and  b=[b,b"]  then (i)
a=boa =b", a"=b", (i) a<bsa <b,
a"<b" and (i) a<b&ea <b, a"<b" and

Definition 1: An IVIFS A over X (universe of
discourse) is an object having the form

A={{x,M ,(x),N ,(x)) lxe X}, where
M,(x): X =[I] and N,(x): X —=[I]. The intervals
M ,(x) and N ,(x) denote the intervals of the degree of



membership and degree of non-membership of the
element x to the set A, where

M, (x)=[M,, (x),M,,(x)]

and N,(x)=[N,, (x),N,,(x)],

for all xe X, with the condition
0<M,,(x)+N,,(x)<1. For  simplicity, we

denot A = {{x,[A”(x),A"(x)],[B” (x),B" (x)]) | xe X}.
Let &(X) be the set of all IVIFSs defined on X .

Some operations on IVIFSs

In 2010, Bhowmik and Pal defined some relational
operations on IVIFSs. Let A and B be two IVIFSs on
X , where

A={M, (x),M,,.IN,, (x),N,,(x)]:xe X)}and

B= {<[MBL('X)’MBU]’[NBL(X)’NBU(X)] ixe X))

They1)A=B<M, (x) =M,y(x) andN (x) = N,(x) forall xe X.

(QDACBIf{M, () <My, (x) andM ,,(x) <M, (x)) }and
{(N,,(x) 2Ny, (x)and N, (x) 2 Ny, (x))},for all: xe X.

(3)A={(x,N,(x),M ,(x))| xe X}, for all: xe X.

D ANB={[min{M ,, (x),M, (x) },min{M ,,,(x),M y,(x) } ],
[max{N ,, (x), Ny, (x)},max{N ,, (x),Ny, (x)}]):xe X}.

(5)AUB={([maxM,,(x),My,(x) } maxM, (.M, ()} .
[min{N , (), N, (0)}, min{N ., (x), N, (x)}]) : x€ X ).

Interval cut-sets on IVIFS and some results

In (2005), Wang and Jin has introduced some kinds of
cut-sets for interval-valued fuzzy sets based on fuzzy
interval and interval-valued fuzzy sets. Here we define
some types of interval cut-sets for IVIFS.

Definition 2: Let A be an IVIFS and a=[¢,,a,],

B =1p.5,1€lll.

Then different types of interval cut-sets on IVIFS A are
defined as follows:
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5 A g =AWZGA W2 B W24, 024DIx<X)

12)_ 412

A =CAO24AW>ABE2AB00>ADxeX)
AZP=AZ iy =K A >0 A 2B (9> 4B 09> BDIxeX],
LP=AR gy =AW >a, A W>@B (9> 4B (9>BDIxe X},

A=A g <A W<aAW<EB W<RB OB xeX},

14;3 4)_ (3.4)

0 s =EA W<G A W<a]BW<AB®<BHxeX),

A=A uapy =AW <o AW<GUBW<AB W<ADIxeX],
={(x[A W) <a,AN)<x][B<[,B®<BDlxeX}.

(4.4)_ (44
Au(ﬂ T a.0l14.5]

where A |, s the (i, j)th ([, 0118, 5,)

interval cut-set of IVIFS A.
In the following we discussed some propositions for
IVIFS and interval cut-sets of IVIFSs.

Definition 3: Let X be a nonempty set, A be an IVIFS
on NX) and a,fell] where o =[a,,a,],

B =15,,p5,]1. We define

(A7) 5 =UR[A ()20, A" WLIB ()2 B,B" (0D xe X},
(A7), 5 = U [A () >, A" (LB (0> B, B (x)D] xe X},
(49,

5 = HG[A7(0),A" ()2, ][B (x),B"(x) 2 B,]) | xe X},

(A 5, ={X[A(WD.A > 1B (0.8 (0> B DIxe X},
(A 4 ={x[A () <0, A (W]B ()< B.B (D)) xe X},
(A 4 =A< AWIB ()<f,B ())lxe X},
(A, 5, ={EIA (DA <] {B ()8 (<BDIxe X},

(A, 5, = [A (). A () <] [B (0B ()< DI xe X}.

Proposition 1: Let X be a nonempty set, A is an IVIFS
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and o =[a,,a,], B=1p,,5,]1€[1], then

@) — (A" YA
al,az],[ﬁl,ﬁz] - (A )al’ﬁl ﬁ(A a2’ﬁ2l,J - 1,2.
(@) — (A A
andAWlﬂzMﬁlﬁz] = (A7)g, g V(AT 5 1] =34

Proof : Here we prove only for i=1,j=1 and

a=[a,a,], B=1p,5,]1€ll] and other proves are
similar.

At s =g Aoy

(1,1)
A[Of1 Ay LB By ]

SreX: (A W2aA W2 {BW24.8®2AD)

S {(n[A ()20, A" (0)][B ()2 6,B ()] xe X}
and
{(x,[A(x),A"(x) 2, 1,[ B (x),B"(x) = B, ) | xe X}

& xe (A, 5 NAD)] 4 -

(1,1) — (A—)l

+31
alaazja[ﬁlaﬁzj al,ﬁl ﬁ(A )

Therefore, a8,

Example 1: Let A be an IVIFS on &(X), where

A={(x,,[0.4,0.6]{0.2,0.4),(x,,[0.1,0.3][0.3.0.6},(x,,[0.2,0.6]{0.1,0.4},
(x,.10.5,0.71,[0.2,0.31).(x,.[0.3.0.51,[0.3,0.4]). (x,.[0.1,0.6],[0.1,0.3])}

and @ =[0.2,0.4], B =[0.2,0.3]e [I].

Then

AL 4y =0510.4,01613,0.6410.5,0[012,0,3{0.3,0113,0¥
(A0}, 4 =(65.[0.4,00013,0.6410.5,0[012,0,840.3,0813,0

(A", 5, ={(5,[0.4,0.6]10.2,0.4%(x,,[0.2,0.610.1,0.4)
(x,,[0.5,0.71{0.2,0.3},(x,,[0.3,0.510.3,0.4},{x,,[0.1,0.6][0.1,0.3}},

Proposition 2: Let Ac &(X) and A’} bethe (i, ) th

interval cut-set of IVIFS A where a=[¢,,q,],

B=15.5,]1. Then,

(2,2)
A AR

(1,1

(1,2)
A lif.5)

. if.f)

2,2) 2,1 (1,1)
gt ) S A 1,81 S 4.5

(3.3)

4.4
< PEA N

3.4
CRAFALS <

a1y S

4,4) 4,3) 3.,3)
aasif ) S )14, Sl 51

Proof : We prove

2,2) (1,2) (1,1)
a1 ) SAa 1,81 S 4.8

and other proofs are similar.

(2,2)
al »az ]’[ﬁl »ﬁz ]

Let, xe
={xe X {{(x,[A (x)>0,A"(0) > ].[B (x)> B,B"(x)> B}

c{xe X I{{x,[A (x) 20, A" (x)>a,1,[B (x)2,B (x)> ]}
= A2
a.p

c{xe X I{{(x,[A (0)2q,A"(x)2a,],[B (x)25,B"(x) 2 5,])}
= A0D
a,B

(2,2) (1,2) (L)
SO, Alglay118,.8,1 S Alaay 118,810 S Ald oy 115,81

Example 2: Let A be an IVIFS on & X)), where

A={(x,[0.4,0.60.2,0.41x,,[0.1,0.3D.3,0.51x,,[0.2,0.6D.1,0.%
(4,,[0.5,0.70,2,0,%0,[0.3,0.50,3,04K0x;,[0.1,0.60,1,0,3

Let @ =[0.2,0.4], f=[0.2,0.3]€ [I].

(A 5 N(A, 5 =1(x,[0.4,0.6](0.3,0.5),(x,,[0.5,0.71{0.2,0.3),

(x4,[0.3,0.5], [0.3,04] )}.

1,1 oA 1
S0, Agay1ig.8 =(A Vg g Ay

We calculate (2,2)th, (1,2)th, (1,1)th (a, B) interval
cut-set of IVIFS A on &(X) that s,

5,5, = (¥5:[0.3,0.51,[0.3,0.4])



02 5,1 =1(x,[0.4,0.61{0.3,0.5),(x5,[0.3,0.5]10.3,0.4}}

a.a,115.5]
L1 i =6 10.4.01613.0.61{0.5.0[012.0.34[0.3.01613.0}

(LD

22 (12)
So, A[a 2 LBy By - A[a 0y LB By ] S Ay a BBy 1
1% bLPy-Py 1% WPy 1% bLP-Py

Proposition 3: Let ¢, = [/, & ], @, =[a),2; ],

B =188, B, =15, B 1ell],

and a/' <o), o <o, B'<pB, BI<B then for
IVIFS A on &(X) we have

c A®?

; (L1) )
(I) A al’ﬁl

a.B, =

- 3.3) 4.4
(ii) Amzﬁ2 gA“l»ﬁl'

Proof : (i) Let x€ A |

={re X:(x[A (024, A"()2&1 B (24,8 ()=A))
clxe X:(x[A ()20, A" ()>6{1[B (0=, (x> 4D}
since, o <ay, & <o, B <p, BI<B.

=xe X:(6[A (W>a, A (0> 1[B (0>4,B'(0)>D}

(2.2)

= xe ALy,

(L1 2,2
Therefore, Amzﬁ2 gA%»ﬁl'

(if) The proof is to similar to (i).

Example 3: Let us consider an IVIFS A on ¥&(X),
where

A={(x,[0.4,0.6[0.2,0.4Kx,,[0.1,0.3]0.3,0.6Xx;,,[0.2,0.6[0.1,0.4]

(x,,[0.5.0.700.2,0.3Kx,,[0.3,0.5[0.3,0.3),.[0.1,0.6]0.1,0.3}..
Let @, =[0.2,0.4], B, =[0.2,0.3],2, =[0.3,0.5],

B, =[0.3,0.4]e [I].

Suchthat @ <a,, & <o, B < B, B < ;.
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We calculate (1,1)th (a,,/f,) interval cut-set and
(2,2)th (&, B,) interval cut-set of IVIFS of A on
D X). Then

Ag(’lz”l)ﬁz = {<x5’[0'3’0'5],[0.3,0.4]>} and
AgS =1(%,[0.3,0.51,[0.3,0.4]))

(L1 2,2
So, Aazﬁ2 gAal»ﬁl'

Definition 4: Let A be an IVIFS on & X), and
a=la,o,l, B=1B.5lelll, G Hth (a.p)

interval cut-set of IVIFS on A is AJ}.

Then the complements of different interval cut-set on
A are given below:

AL ) =KX D20 A (D2 GIIB (92 A,B (92 Al xe X)
A2 ) (A W 2@, AW (9248 (93Dl xeX)
A2 g ) =K OP A 2GLB (9248 (9% BDIxeX)

A5 = (A PG A WS @LB WHA,B (92 BDIeX)

From the definition of complements it is easy to observe
the following results:

. (1,1) c _ 444
(l)(A[al,az],[ﬂl,ﬂz]) _A[al,az],[ﬁl’ﬁz]

.. (1,2) c _ 4,3)
(”)(A[al,az],[ﬁl,ﬂz]) - A[al,azl,[ﬂl,ﬂzl

34
])C — AGH

cee (2,1)
WA o 115,5, ;.05 11,5,

(iv)( A2

¢ _ (3.3)
Ial,azl,lﬁl,ﬁzl) = A

lay.a,) 1B .By1"
Definition 5: For o =[a,,a,], B=[p,,0,1€[l] and
Ae & X), we define two interval cartesian products,

which convert each IVIFS to special type of IVIFS i.e.
(a,p).A, and (a,B)* Ae IVIFS defined for each

xe X as follows:

(&P A={xe X: [ AA (0,0 AA () BVB x),8,vB (0]}
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anda *A={xe X[ VA (x),0 VA )] BAB @),B8AB ()]}

where two fundamental operators A and v are defined
for all x, ye [0,1] such that

(i) xv y=max(x,y) and (ii) x A y = min(x, y).
Proposition 4: For A, Be ®(X) and ¢, B, «;, B,

a,, B,ell] then

(a) For

a <o, f<B.0) (. B) A, B) A (0, /) *Ac(s, B)*A
(b) For
AcB,(i)a,B).Ac(a,p).B (ii)a, f)*Ac (a, B)*B.

Proof : The prove are straight forward.

Decomposition on interval cut-set of IVIFS

The principal role of interval cut-set of IVIFSs is their
capability to represent IVIFSs. The representation of an

arbitrary IVIFS A interms of interval cartesian product,
which are defined interms of interval cut-set of IVIFS of

A, is usually referred to as a decomposition theorem.
We give three decomposition theorems of IVIFSs as
follows:

Theorem 1: Let A be an IVIFS on & X), then for
a:[afl,afz], ﬁ:[ﬁlaﬁz]e [I]

A= (J (@B .AY). j=12
a.fBell]

Proof : To prove this theorem we assume that the set A
has n elements of the form

A={{x,,a;,b)} where i=1,2,---n and a, =|aq, ,a, |,

b:[bli’bzi], a:[apaz]s IB:[IBI’IBZ]G [I]

Now U

1, j)
(a,B) A,
a,Bell]

={Cx:maxlas A, | max(a, A, i A b, ).minl v, 1)
a o) |

Here two cases may arise. Case-()): @, <&, b, < # and

case-(i): @, 2a, b, > 8

1

Case-(i): When a< a, b < [ then

L
(af{?)&uﬁl,ﬁzp ¢ and therefore

(Lj)

(2. LB DAL 0 15.51= 9

Case-(ii): When g, > &, b, > B then we have

(1,/) —
”‘1{”‘2]’[/31’/32] - {<xi’[a1i s azi ]’[bli ,bzi ]>}

(Lj)

(los, 114, £.]) .15,y

= (sl )k nc, imin vy ) minfB 16, 1))
!

={(x.la,.a, 115 .b, D}.
From Case — (i) and Case — (ii) we have

U @p.Ay

a.fell]

= U @paAy U @pagy

a<a. aza;
i i

ﬂ<bi ﬂzz;i
={(x.la, ,a, 1,1b, b, 1}
=A.
Therefore for every x,€ X.
A= (J (@p.A}p, j=12.
a.fell]

Example 4: Let us consider an IVIFS A on ¥&(X),
where

A={(x,[0.4,0.60,3,0,4k,,[0.1,0.80,3,0%(k,,[0.2,0.60,1,0.4

(%,,[0.5,0.70.2,0.3{x,[0.3,0.30.3,0.4{x,[0.1,0.40.1,0.3

Now we calculate following interval cut-sets of IVIFS A

aven 004 = 1(%,,[0.4,0.61,[0.3,0.4]}



A[(Oljll,f)sj,[os,oﬁj = {(x,,[0.1,0.31,[0.3,0.6])}

Onsponoa= 1,[0.4,0.610.3,0.41(x,,[0.2,0.6]0.1,0.4))

={(x,,[0.5,0.71,[0.2,0.3])}

(LD
A0507] [0.2,0.3]

A[(()1.’31,2).5],[0.3,0.4] = {<x5 ,10.3,0.5],[0.3,0.4])}

O hsio.0a= ((6,0.4,0.6[0.3,0.4)(x,,[0.2,0.6[0.1,0.4
(x,,[0.5,0.71,[0.2,0.3]),(x,,[0.1,0.6],[0.1,0.3])}

we calculate interval cartesian product as

([0.4,0.6J0.3,0. 41800610304 = £{,[0.4,0.6]£0.3,0.4)}

([0.1,0.3][0.3,0.6 ]800 330306 = {{,[0.1,0.3]0.3,0.6}}

------

([0.5,0.7]10.2,0.3140 5710205 = {(x,,[0.5,0.71[0.2,0.3}}

([0.3,0.510.3,0.4100 51 503041 = {(X5,[0.3,0.510.3,0.4)}

------

(x,,[0.1,0.6],[0.2,0.3]),{x,,[0.1,0.6],[0.1,0.3])},

U @pay

a,PBell
={(x,[map0.4,0.2}hap0.6,0.6 nif0.2,0.2 nif0.4,0.4)).

{(x,,[max{0.1},max{0.3}],[min{0.3},min{0.6} ]},
{2, [max{0.2,0.1 max 0.6,0.6 }Jmin{ 0.1,0.1 mir{ 0.4,0.4 )],

{(x,,[max0.5,0.1 jmax 0.7,0.6 } [min{ 0.2,0.2 jnin{ 0.3,0.3}],
{{x5,[max{0.3},max{0.5}][min{0.3},min{0.4}])},

{{x,,[max{0.1} max{0.6}],[min{0.1}, min{0.3}])},
={(x,,[0.4,0.600.3,0.4}x,,[0.1,0.300.3,0.6( x,,[0.2,0.6]0.1,0.4]

(x,.[0.5,0.710.2,0.3¥x,.[0.3,0.5]0.3,0.4Kxx.,[0.1,0.600.1,0.3}
= A.
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Hence the result.

Theorem 2: Let A be an IVIFS on &(X),
a=la.a,], B=15.p1ell]

A=([) @B*AL)).i=34.
a.pell]

then for

Suppose H be a mapping from [I] to P(X) where
P(X) is the crisp set, H:[I]— P(X), for every
a,Bell]. We have H(a,f)e P(X). Obviously
interval cut-set of interval-valued intuitionistic fuzzy set,
A 5 € P(X), it means that mapping H indeed exits.

a,
Based on Theorems 1 and 2, we have the following
theorem in general. For Ae IVIFS , we have

Theorem 3: (1) If A} < H(a., f) C Ay then

= J @p)H@.p

a.fell]

and if A(%) cH@@p)c A(%) then

=(J @B *H(a.p)).

a.pell]
Proof. The proofs are straightforward.

In the following we investigate the relation of interval cut-
set of IVIFS A and mapping H . For simplicity, we

denote ¢, =[], a, =lay,a;], B, =851

B, =la,B;] and @, «,, B, B,€[l], then we give
some properties of interval cut-set of IVIFS and mapping
H.

; CH(p)c Ay

2,
Proposition 5: If relation Aéﬁ
is satisfy for A, ALY and H(a, ) then

@aa.4 Bl wheredd.qla=a.a) 4444184881

and & <, B < Bii=12= H(a, ) 2H(a,, B3,),
OA = | H%0)whery=[,%,].6=4.8)elllandy#0 20
o<

45 E%%éxwherﬁmm =14, 8)ell anda#1 S#1
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The proof of the results of the above proposition is
simple. Here we verify the result by considering an
example.

Example 5: Let us consider an IVIFS A on ¥&(X),
where

A={(x,,[0.4,0.60,3,04k,,[0.3,0.70,2,0,%k,,[0.2,0.50,3,0,5
(%,[0.2,0.50,1,0.20x,[0.5,0.60,3,0.x,[0.4,0.60,2,0. 4]

(x,,[0.3,0.5], [0.4,0.5] ), (x,,[0.3,0.5], [0.2,0.3] )},
(a) Let us consider, &; =[0.3,0.5], S, =[0.2,0.3] and
a,=[0.4,0.6, B, =[0.3,0.4] € [I] such that

o, < a,, B < B,,then we have,
A3 s10205= ((2,[0.4,0.610.3,0.4)(x,,[0.3,0.710.2,0.3]

%[0.5,065.0410.4.06.2,0410.3,06.4.0&]0.3,00.2.0}

070 50.20.37(05,[0.4,0.60,3,00408,[0.5,0.60,3,0 )4}, [0.3,0.50,4,0)3,
Therefore,

H([0.3,0,812,0.34)x,[0.4,0.6).3,0)4%.[0.5,0.61.3,04%,,[0.3,0.1.4,0)5.

Again we calculate
O sin0a={(4,10.4,0.610.3,0.4](x;,[0.5,0.610.3,0.4},

2,2
And, A [0.4,0.6], [0.3,0.4]

= {9}
Therefore,

H([0.4,0.6][0.3,0.4])={(x,,[0.4,0.6][0.3,0.4},(x,,[0.5,0.6][0.3,0.4}} _

Hence,

H ([0.3,0.5],[0.2,0.3]) 2 H([0.4,0.6],[0.3,0.4]).
(b) Let us consider,

a =[0.4,0.6],5=10.3,0.5],7.6 1],

suchthat ¥y <, 0 < 3, then

%1.211,2).6],[0.3,0.4] = ﬂ ﬂH (7,96).

y<ad<p

= (H ([0.4,0.6],[0.2,0.3])("|H ([0.4,0.61,[0.1,0.2])

r<o y<o

=("H([0.2,0.99.2,0.3DH([0.2,0.99.1,0.7DH([0.3,0.D.2,0.3
(A ([0.3,0.5],[0.1,0.2])

Now we calculate
H([0.2,0.5]0.2,0.3B {()q,[0.4,0.6[]0.3,0.4,]()65,[0.5,0.6[]0.3,0.4}]

H([0.3,0.5],[0.2,0.3]) = {{x,,[0.4,0.6],[0.3,0.4]),{x5,[0.5,0.6],[0.3,0.4])}
H([0.3,0.50.1,0.29)(x,[0.4,0.60.3,0.%4{x,,[0.5,0.60.3,0.%4x,,[0.4,0.60..2,0 3%

Therefore,
H{[0.2,0(62,0(3}[0.2,01611,0{24[0.3,06 2. 0(3[0.3.06]1.0.
={(x,,[0.4,0.6],[0.3,0.4]),(x,,[0.5,0.6],[0.3,0.4])}

()24.[0.4,0.61).3,0.41x,[0.5,0.6D.3,0.4,,[0.3,0.0.4,0.5
(){<x,.[0.4,0.61,[0.3,0.4]),(x;,[0.5,0.61,[0.3,0.4])}

()5:[0.4,0.69.3,04x,[0.5,0.61.3,0.540x,,[0.4,0.61.2,0. 4],
={(x,,[0.4,0.6],[0.3,0.4]),(x,,[0.5,0.6],[0.3,0.4])}

— (1,1)
- A [0.4,0.6], [0.3,0.4]

(L,1) _
Hence, A[().4,().6],[().3,().4] = ﬂ ﬂH (,0).

y<ad<f
(c) Let us consider,

@ =[0.3,0.5], 8 =[0.2,0.3],%, 8  [1], such that

y>a,0> [, then

(0232}15][0‘2,0‘3] = U UH(?/’ o).

y>ad>p

= UH([0.3,0.5],[0.3,0.4])

y>a

= H([0.4,0.6],[0.3,0.4])UH([0.5,0.6],[0.3,0.4])
NoyH([0.4,0063,0.4{x,.[0.4,0[6]3,0.44,[0.5,0[6] 3,04
H([0.4,0.6],[0.3,0.4]) = {{x,,[0.5,0.6],[0.3,0.4])},

H ([0.4,0.6],[0.3,0.4]) UH([O.4,0.6] ,[0.3,0.4])

={(510.4,01643,0:44,10.5,01643, 0t Jo5,[0.5,01643,0)
= {(x,,[0.4,0.6],[0.3,0.4]), (x;,[0.5,0.6],[0.3,0.4])}



Hence, A[(()ZA’32})A5][0A2,0A3] = U UH(% 9).

r>ad>p

Proposition 6: If AyZ . Al} and H(a, ) satisfy the
condition ALy < H(a, f) € Ay} then

(@)a,a,, B, B, elll, where a, =, e ],

o, = [a;’azz]’ B = [1811’1812]’ B, = [1321’:822]

and & <06, 3 < B,i=12=H(e,, B) 2 H(a,, 5,).
A= [ Hald.AD.7 40,11 #0,420.

i<y
a4

©A%= | Hlxel8.8)%del0. 11 F#1.
7Y
PA

Proposition 7: If the relation A} < H(a, f) < ALY
is

true for Ay, Ay and H(a, f3) then
(@053, Belll.where =[d.d).a =), A=I4.41.8=8.5]
and o <&, B < Bii=12= H(e,B)2H(a,, ).

WAL= [ Hla,1n1B.8D.%.6€l0,11g, 70,8 #0.
Hh<

&<
A= |J H(a.5l18.6)).7.6,€[0,110 #1,5,#1.
7">%
)

Proposition 8: If the condition Ay < H (e, f) < ALY
holds for A, ALy and H(a, f3) then

(@08, 5 lll.where =[a.c}).a=[c.a1.4=14.81.5=[8.8]

and o <., B < Bii=12= H(a,B)2H(a,, ).

OA= () H%.a)18.1).%.4€l0,11¢g #0,5 =O0.
<o
5<A
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©ASY= | HUn.all8.8)D.%.6,€l0.110 1,5 #1.
n>9
9>A

Proposition 9: If A}, A}y and H(a, ) satisfy
A(%) CH(a,p)c A(%) then
(@a.0.4.B €lll.where =(0,d1.05 =10, 1.4 =14.81.8=18.5]

and afll <C¥é,,31i <,Bé,i =1,2:>H(a'1,ﬁ1) QH(CZZ,,BZ).

WA= () Hla.5l18.6D%.€l0,110 20,5 0.

Hn<
5<h
OAR=|J Hla, plIB.8D%.6€l0,11 %15, #l.
H>%

&b,
Proposition 10: If the relation A(%) CH(a,p)c A(%)
is true for ALY, ADS and H(a, ) then
@g.a.A Bellwhew=(a.q).6=4a.31.4-14.41 5-18.8]

and oy < o, < fr,i=12=H(e, f1) CH(. ).

A=\ 0 whery=ly, %) 6=18. S)ell andy#0 f20
o<

A = T D whery=y 5154 Slell andz#1 S #1
Podf

Proposition 11: If AJ), A7) and H(a,f3) satisfy the

condition A}y < H(a, f) < Ay} then

@4 Belllwhea=a.ql.a=a.d.4-4.41.858.8]

and o <., B < Bii=12= H(a,B)c H(a,,3,).

OA= | Ha,n1B.8D).%.6,l0,110 %08 #0.
"<
5<h

©A= () Ha.nUA.E).% 800,11 21,8 #1.
n>%
55
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Proposition 12: If the condition ASY < H(a, 8)  ASY
and H(a, ) then

is true for A(%) , A(%)

@a.a.f Bl wheq=d.4).6=d.31.444.4.858.8]

and o <o, B < B,i=12=H(a, ) c H(,, 5,).

BAY= | HIy.all8.BD.5%.6€l0,110 #0,5 #0.

%<oq
9<h

A=) H(%.118.81)%.6€[0,11g #1,5 #1.

70,
5>A

Proposition 13: If AT, A} and H(a, 3) satisfy the
a,p a,p
relation AJy) < H(ax,B) < A} then

(@053, Belll.wherg =[d,d1.a=d.&1.A=14.41.5=18.8]

and o <., B < Bii=12= H(a,B)c H(a,, ).

®A= | H(a.5118.8).%.6,€[0,11 0,5, #0.
72<’125 "
2<
(A= ﬂ H([e;, 1,1.18.8,1).7,,0,€[0,11,0 1,3 #1.
72>a2‘52>ﬁ2

Proposition 14: If the relation A}) < H(e, f) < ALY

holds for Ay}, A} and H(a,3) then

(@a.0.3.Belll.wherg=[d,d1.0=dh.&).A=14.41.5=18.5]

and o <., B < Bii=12= H(a,B)c H(a,,3,).

BALY = U H([y.1.18,81.%.6 €[0,11¢ #0,5 #0.
n<a
1 1§1<ﬁ1
©A= [ HIna
n>q
(51>,81

1.1, B1).7.6,€[0,11,04 =1, #1.

CONCLUSION

We introduce the different types of interval cut-sets of

IVIFSs and complements. Also we proved some results
of those interval cut-sets of IVIFS with some examples.
Also we present three decomposition theorems of IVIFS

and a mapping H with some properties. These works
can be used in setting up the basic theory of interval-
valued fuzzy set. In the next paper, we try to make
different types of interval cut-sets of GIVIFS and related
properties of interval cut-sets of GIVIFS.
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